Perspective, Scene Design, and Basic Animation

Part of designing video games today involves creating amazing images and realistic game worlds. To create these features, a designer must decide how to present the view to the player and how to make everything move in a realistic fashion. In this chapter, you will become familiar with the differences between first person, second person, and third person perspectives. You will also see how character and scene designs are completed in both two-dimensional and three-dimensional game worlds.

Lastly, you will explore how the player moves in the game world and how realistic movements are created with characters and background objects.

Objectives

After completing this chapter, you will be able to:

- Explain game perspectives.
- Describe the elements of a scene.
- Identify elements used to convey mood and theme.
- Explain issues of clarity for scaled computer-generated images.
- Describe how to construct 3D models.
- Contrast static and active animation.
- Define terminology used in artistic creations and computer-generated images.
- Create artistic assets for a video game.
- Summarize how pixel and vertex shading are used to create the illusion of depth.

Perspective

The gameplay is how the game is presented to the player. The perspective of a video game is the view that the player has during gameplay. There are three different modes of perspective: first person, second person, and third person. The **perspective** describes how the gameplay is displayed on the screen and the position of the player within the game.

First-Person Perspective

**First-person perspective** is a view of gameplay where the player sees the game through the eyes of the character. Figure 4-1. First person is often used for driving and shooting games. For a game to be in first person, the player would not be able to see the character being controlled, but can see everything the character sees. This is the closest a player comes to “being the character.” Imagine a racecar game where the view of the gameplay is that of looking through the windshield. You can see all of the turns and cars in front...
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A substantial amount of programming is required to create first-person games. The reason for this is that the player view remains nearly centered in the screen. All movements of the character require the entire scene to move. Instead of seeing your character take a step forward from an overhead view, in first-person perspective the entire background scene moves one step closer to the camera.

Second-Person Perspective

Second-person perspective is extremely rare in video games. In second-person perspective, the player sees the game as if the player were the opponent or an intermediary. Figure 4-2. Some sports games use second-person perspective. Imagine a baseball game where your character is at bat and the view, or perspective, is from the pitcher throwing the ball. See Figure 4-3. The player is the second person involved in the action, making this a second-person perspective. This perspective does not work very well in shooter and combat games. The player would be given a view of their character from the point of view of the person the player is attacking.

Third-Person Perspective

Often called a spectator view, third-person perspective is the most versatile view in video game design. In third-person perspective, the play is viewed by a person who is not the player’s character or the player’s opponent, but rather a neutral third person. This view shows both the player and the opponent. This perspective also allows for multiple viewing angles. The player could be viewed from overhead, behind, or any angle left, right, or forward of the player. Most two-dimensional action takes place on this screen, which the player cannot see. Action is seen from this person’s perspective. Directions to player

Figure 4-1. This game, called Cowboy Billy Boom, shows action in first-person perspective. Notice how the view is seen as if the camera were on the head of the player. (www.freeonlingames.com)

Figure 4-2. This is a unique concept for a second-person shooter game from kongregate.com. The person in the chair tells you where you are and what you are doing. You have to shoot the monster without seeing the screen. Here is an implementation of second-person dialog (speaks directly to you) in gaming. (www.kongregate.com)

Figure 4-3. Happy Land Homerun Derby is a second-person perspective game. You see your character from the view of the pitcher. This game can be played from the perspective of either the pitcher (first person) or the batter (second person).
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games use either the overhead or platform view. Platform view shows the character in profile and a side view of all obstacles, Figure 4-4. Overhead view shows the character and surroundings from a perspective high overhead, Figure 4-5.

Changeable Perspective

Some games allow the player to set the camera perspective. Many driving games allow the player to switch from first person (behind the steering wheel) to third person (overhead view that shows your car and the cars near you, Figure 4-6.

A first-person shooter game may show action from a third-person perspective when moving through the battlefield. When the player gets to the correct location, the perspective changes to first person. The player then looks down the sight of the weapon.

Scenes

A scene is the placement of objects on a game frame to create an attractive layout, obstacles, and objectives that convey the story and mood.
An essential part of designing a video game is creating the background images to enhance the gameplay experience. The background can be composed of many different objects to create the environment—the feel and mood of a scene, Figure 4-7. The choice of trees, buildings, sky, clouds, lighting, and general color palette are put in place as boundaries and simple scenery for the gameplay.

Some background objects can have active characteristics. Other background objects are simply there to act as scenery or to set the mood of the scene. An active object is one with which the player can interact. A background object is one with which the player cannot interact. Most scenery is a background object. However, some scenery, such as platforms, are active objects because they must provide some interaction. In the case of a platform game, the player must be able to walk on it, Figure 4-8. Most active scenery objects restrict the player’s movement or damage or reward the player. In a game, a backdrop may include buildings, trees, and other objects that do not damage or reward the player. These active objects act as an obstacle for the player to avoid. A backdrop object differs from a background object because it is an element of the scenery that the player can touch or walk behind.

Think of a background object like the sky. It adds artistic design to the scene, but does not move or interact with the player. This is like when you get your picture taken. The photographer pulls down a background screen of a beach at sunset. It is just there to make the scene look better. You are not actually at the beach, it just looks that way.

The photographer might also use some backdrop objects to help it look like you are at the beach. Here, the photographer places some stairs on one side of the scene leading to an imaginary dock. The stairs are part of the scenery, but you can walk on them. Therefore, they are considered a backdrop object. The combination of the background object (sky) and the backdrop object (stairs) really helps sell the idea that you are at the beach.

In video game design, a designer must set a mood for a scene to help add emotion and anticipation to the gameplay, Figure 4-9. The choice of an object, its color, and shape help set the mood of the frame. The choice of a backdrop color could determine if it is a blue sky, a sunny day, or a dark night.

If the designer is setting a scary scene, the use of dark colors, a gray or muted palette, and sharp-edged shapes will help set the mood. As
Figure 4-9. Here, color is used to portray two different moods. A lighthearted mood is portrayed in the game on the left, while a darker and more sinister mood is portrayed in the game on the right. Bright colors convey a happy mood, while the dark colors convey tension.

**CASE STUDY: COMPOSING A SCENE**

A game scene starts with a background object, like a blue sky with a few white puffy clouds painted in. The background object prevents the character from passing through it. It is always behind all other objects in the scene. You then add backdrop objects like a road, trees, bushes, light poles, and buildings. Backdrop objects, like the tree, will not let the character pass through it. The character might be able to walk in front of or behind a tree, but should not be able to walk through a tree. The tree also does not move on its own. As a backdrop, the tree will move with the scene, but it does not approach the player, harm the player, or add points for the player.

The sky is a background object. It is always behind all other objects.

These are backdrop objects. The character may pass in front or behind these objects, but may not pass through them.

If a tree is supposed to fall and become an obstacle, it must be programmed as an active object instead of a backdrop object. Active objects can be the player, obstacles, objectives, tokens, or anything programmed to move or interact with the player.

The background, backdrop, and active objects are assembled to create a game scene. With these objects in place, the character can be programmed to collect the healthy food items to build strength points and subtract points for eating junk food like the cupcake.

**Storyboards**

Before you design a scene you must first create a storyboard to sketch out the design. A sketch of the important frames each with the general ideas for motion, traps, and rewards is called a storyboard, Figure 4-10. Storyboards have been used for years in the motion picture industry. They help organize and plan what will happen in a video game or movie. Your storyboard does not need to present great detail, but it should serve as a guide to the digital design of the scene. The storyboard will also help the scene designer to set the dimensions of the frame.

Players enter this scene, they would anticipate seeing characters and traps related to this type of setting. Opponents would be dimly colored and might be ghosts and skeletons. Anything brightly colored, like a shiny coin, would likely be a reward. In general, dark colors identify opponents and bright colors identify rewards or friends.
Image Properties

The scene dimensions are measured in pixels. Pixels, or picture elements, are the smallest point or dot of color a computer screen can generate. A pixel can only be one color at any given time. All objects displayed onscreen are created with pixels. The computer uses these points to create an image.

While pixels are only used in reference to video displays, this same concept has many applications. Think of drawing a picture by only tapping the point of a pencil on the paper. Each dot represents one pixel used by a video display to show the line. You might have to tap 50 dots to make a line one inch long. The resolution of this line is said to be 50 dots per inch (dpi). The higher the dpi, the higher the resolution.

A fax machine prints at 300 dpi. A standard laser printer prints at 600 dpi. A photographic or fine-quality printer might print as high as 1200 dpi or higher. The clarity of an image is directionally proportional to the dpi. The smaller the pixel point, the more dots per inch can be generated and the clearer the picture. However, the image being printed must have a corresponding dpi.

You cannot simply take a low-resolution image and make it bigger. If you do, the image will become blurry, or pixilated.

The reason pixilation occurs is the process of interpolation that the computer performs. By breaking apart the word interpolation, you can construct the correct meaning: inter is the space between and polation is a polishing.

Cheat code: Clarity

When designing digital images, clarity refers to how clearly images are defined with either line or pixel density. Blurry, faded, too light, too dark, or pixilated images are not clear or have poor clarity.

Figure 4-11. An image that is low resolution cannot simply be increased in size. As size goes up, resolution goes down. This can cause an image to become blurry.
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or finishing. Therefore, the definition of interpolation is a refining of the spaces between the points or pixels of an object.

When a computer makes an object larger, it needs to fill in the spaces between each pixel. This effect is called dithering. If it does not fill in that space, the object would look really funny as it would separate into little dots. The computer uses interpolation to dither an image when it is resized.

When dithering an image, the computer chooses a blended color to fill in between the pixels that moved. This process repeats every time the object is enlarged by more than one pixel spacing. As more blended pixels are inserted, the object develops a blurry look as the color between the two native poles or pixels continues to distort.

In Figure 4-12, green pixels touch red pixels in certain locations. If this picture is enlarged, the computer must interpolate a new pixel between these two native pixels. The figure shows what an interpolated pixel might look like. The computer adds a pixel and colors it based on information from the surrounding pixels. The red-green-blue (RGB) color of the red pixel is 222,0,0 (222 density of red, 0 green, and 0 blue). The RGB color of the green pixel is 0,128,0 (0 density of red, 128 green, and 0 blue). The interpolated pixel has an RGB color of 222,128,0. As you can see, that color is nothing like either of the original colors. This causes the picture to get fuzzy, distorted, and discolored as the size increases.

Designers of digital scenes need to make the images clear enough to look like the item being shown. However, making images too fine will take more computer memory to generate items due to the greater number of pixels. The designer will also have to know on what type of computer system the game will be played. That determines the total background frame size in pixels. For example, if the computer monitor setting is set to 1280 × 780 resolution, a designer must create a frame that is 1280 pixels wide and 780 pixels high to fill the screen. If a game frame is set larger than the screen size, some images may not show. If that happens, a designer might need to modify the screen settings to fill or allow the game frame to scroll. If the frame scrolls, it moves with respect to the character, Figure 4-13.

CASE STUDY:
DIGITAL COLOR MODELS

To create the millions of colors we see in real life, computers need to mix basic colors. In Chapter 1, you saw how the color wheel allows you to mix the three primary colors (red, blue, and yellow) to create the complementary and contrasting colors. Digital color models are similar, but slightly different. Two common digital color models are RGB and HLS.

The RGB, or red, green, blue, model combines three colors in different densities to create different colors. The RGB color model is used on most personal computers, television sets, LCDs, and handheld devices. These display screens can easily blend the three color components to create white, black, and millions of colors in between. The bit depth of the color (8 bit, 16 bit, 32 bit, etc.) determines the number of colors that can be created.

In the RGB model, a color value of 0.0 (red = 0, green = 0, blue = 0) is black, as shown in the figure. This makes black the base color for the RGB model. So starting with black, when you add red, blue, or green in different densities (values), new colors are created. If you add a maximum amount of red, green, and blue (255,255,255), the color is white. The maximum amount of color that can be added is 255. Every digital color can be written in RGB format.

(Continued)
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After determining the screen dimensions, the designer needs to determine the gameplay dimensions. The gameplay can be designed as 2D, 2.5D, or 3D.

Two-Dimensional Games

Two-dimensional (2D) games have characters and backgrounds that play in only two dimensions: length and width, Figure 4-14. A character in a 2D game can only move up, down, left, or right to the limit of the length and width of the game frame. This style of game has flat characters on a flat background.

There are two terms commonly used to describe the presentation of a 2D game on the screen: game frame and visible play area. A game frame includes all of the items programmed for a complete scene or level of a game. The game frame is the entire game world for that scene. This includes items visible on screen and all items that exist off screen. The part of a game frame that is displayed on the video screen is called the visible play area.

The HSL model uses hue, saturation, and luminescence values to create colors. The hue value determines which color in the spectrum shown is the basis, from red to purple. The saturation level is the amount of hue. In other words, it is the density of the color. The higher the saturation, the more of the base color used.

Together the hue and saturation work like the X and Y coordinates of a number line. Notice in the figure the target site that is created on the palette by entering a value for the hue and saturation below. This technique chooses a color from the palette.

The luminescence setting is how bright or dark the color appears. The average color brightness is 112. If luminescence is set to 0, the color has no luminescence and is black. If luminescence is set to 255, the color is white. Values in between result in varying degrees of the darkness/lightness of the base color.

In addition to tracking off screen objects, the computer may also have to scroll the game frame as the player moves. Scrolling is where the game frame is moved so the position of the player is always in the visible play area. It is important to remember that all objects on the game frame remain, even though they are not visible.

Scrolling can easily be demonstrated using your hand and a textbook. The textbook is the game frame and your hand is the visible play area. Lay your hand on the textbook and move the book without moving your hand. That is how the computer scrolls the larger game frame to present a moving view in the visible play area.

A 2D character can be made into multiple poses to create a sprite character set to display the movement animations used in the game. Recall from Chapter 1 that a sprite is a 2D asset. A sprite character set, then, is a collection of 2D assets, such as different poses, for a single character. A sample sprite character set from RPG Maker XP is shown in Figure 4-15. RPG Maker XP is a game engine for developers creating role-playing games.

Picture: Figure 4-14. Flat shapes like those shown above are 2D objects. They have length (X) and width (Y) dimensions only.

Picture: Figure 4-15. This goblin avatar has 16 poses to animate walking in four directions (North, South, East, and West). Sprites traveling in more than four directions need more poses. If the goblin sprite needs to move northeast, a new animation set for that direction must be created and programmed into the game.

THINK ABOUT IT

A computer adds pixels through interpolation when enlarging an object. What processes do you think occur when the computer reduces an object?
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Direction of travel for sprites is typically defined by compass directions: North, South, East, and West. Some sprite character sets can have 16 directions of motion just for walking on a flat surface, as shown in Figure 4-15. Everything in a game frame is located with a coordinate system. The coordinate system is very similar to the coordinate graphing you have done in your math and science classes. It involves the X coordinates (left and right, horizontal directions), Y coordinates (up and down, vertical directions) and Z coordinates (depth or closer and farther directions). In 2D games the Z value is always 0.

If you remember Cartesian coordinates from your math class, moving to the right of the origin, the value of X changes in the positive direction. When you move up from the origin, the value of Y changes in the positive direction. The coordinates of the origin are written as (0,0). This means X, Y, and Z all have a value of zero. The X value is always first, followed by the Y value and then the Z value. Since the Z value is always zero in 2D games, it can be removed from the coordinate set. Then, the origin is written (0,0). Figure 4-16.

If you move to a different point other than the origin, you need to identify where on the X and Y axis that point exists. If you locate the colored dot on the graph in Figure 4-16, the coordinates are (5,3) or X = 5 and Y = 3. The same concept of coordinates applies to game design, except the Y axis is flipped in some game engines.

Figure 4-17 shows an image from The Games Factory 2. This shows a 2D frame where the origin of the coordinate system (0,0) for the frame start is the top-left corner. If the pointer moves one pixel to the right along the X axis, the coordinates are 1,0. If the pointer then moves one pixel down along the Y axis, the coordinates are 1,1. To find the full screen size, the pointer can be moved to the bottom-right corner. Here, the coordinate indicator would read 640,800 as this screen size is 640 pixels wide and 800 pixels tall.

Also included in the concept of 2D depth perception is parallax movement. To create depth when a 2D character moves, designers create a background from multiple background maps. By layering these maps so closer objects are in front of distant objects, the feeling of depth is created. The designer then programs these layered background maps to move at different rates to simulate the movement you see in nature. The map closest to the character moves fastest. The map farthest from the character moves slowest. Next time you play the classic game Mario Brothers, look at how the backgrounds move behind the action. You will build a game with parallax later in this course.

Two and One-Half–Dimensional Games

Two and one-half–dimensional (2.5D) games have two-dimensional background graphics, but uses three-dimensional (3D) characters and obstacles, Figure 4-18. This type of game is a hybrid. The graphics are designed with three dimensions (length, width, and depth), but the gameplay is still defined by only length and width. This style of game has 3D characters and objects on a flat background. In a true 3D game, objects are programmed to resize, re-shade, and shift view in relation to the camera. In a 2.5D game, however, multiple poses are used. These poses change similar to a 2D character, but each sprite has a 3D appearance.

To create a sprite character set for 2.5D game, the characters and obstacles are all generated with length, width, and depth. Multiple camera angles can be used with a 3D character to produce
a character that works. The character will need to be designed so it can be seen from all of these different angles. Most game designers create these simulated 3D characters with a minimum of 26 viewing angles for each pose. Highly defined characters may have more than 100 viewing angles for each pose.

In some 2.5D games, the character set is replaced with actual 3D models with full articulation. Full articulation means all of a character’s body parts can move through a range of motion in a realistic manner. In these games, the background is still flat and two dimensional, but the characters and interactive objects are true 3D models.

Three-Dimensional Games

Three-dimensional (3D) games have 3D characters and 3D background objects called models. Recall from Chapter 1 that models are different from sprites. Sprites are defined in two dimensions (X and Y). Models are defined in three dimensions (X, Y, and Z). Figure 4-19. They are computer generated in real time to show the correct angle and pose. It takes a lot of computer processing to make a 3D model move.

The discussions in the following sections are actually oversimplified explanations of how perspective, pixel shading, vertices, scaling, and depth work within a game. However, these discussions should give you a good idea of these concepts that are used to make a 3D scene in a game.

Perspective

Background models on the 3D game map are complex as the computer must generate a game frame that moves in three dimensions. It is really not moving in three dimensions, but rather the computer displays a view that appears to move in three dimensions. It does this by using visual perspective. Visual perspective creates the sense of depth using shading and narrowing to represent the third dimension of depth on a two-dimensional screen. Important to visual perspective is the concept of a vanishing point.

A vanishing point is the point in the background where edges of all assets will meet at a single point if extended. A rectangular surface will appear pinched into more of a triangular shape. In other words, parallel lines do not appear parallel.

If you look more closely at the picture, you will also see that the tree tops and all other “north/south” objects vanish to the same point. In Figure 4-20C, red lines are added to the trees where the trunk meets the branches and to the road edges. You can clearly see all objects recede to the same vanishing point. In this case, the vanishing point is centered in the middle of the view. This scene is now divided into four triangles of visual perception.

Figure 4-18. This is a 2.5D game. The game frame is two dimensional, but the characters and obstacles are three dimensional.

Figure 4-19. Models are 3D assets. They have length (X), width (Y), and height (Z) dimensions. (Model courtesy of Autodesk, Inc.)
A 3D game engine will create an object using a vanishing point in the center of the screen if the view is first person. If the view is third person, then the vanishing point will be at the midpoint of where the camera is pointed. To achieve a vanishing point, the 3D engine uses the concept of pixel shading and vertices.

**Pixel Shading**

**Pixel shading** works on the idea that as you move farther from the light source, things get darker. The game engine shades the pixels of distant objects darker and closer objects lighter. As you move toward a distant object, it will get brighter until it reaches full color when you are next to the object. In addition to distance shading, an object will have different shades of color on different surfaces to give contrast to the object.

**Vertices**

Pixel shading is cool, but something has to make the objects get bigger and move as though you were seeing them get closer. The 3D engine does this by adjusting the distance between vertices on the model. A vertex is a point on a 3D model where the corners of adjacent faces meet.

For example, a cube object has six faces and eight vertices. See Figure 4-21. The maximum number of vertices visible on a cube in a given shaded view is seven. This means from one to four vertices are hidden from view, depending on where the camera is located. Also, notice the pixel shading of the cube shown in the figure, Figure 4-22. To give depth, a shading effect must be added to differentiate between the flat surfaces on the cube. These flat surfaces are known as faces.

**Scaling**

The 3D engine has more work to do than just render the object on the screen. It must also move the object in a realistic manner. Remember how an object in the distance...
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appears smaller and darker? The 3D engine must make the object larger and brighter as it gets closer to the viewer (the player).

To make an object larger as the player approaches it, the 3D engine must scale the object. To **scale** an object, its dimensions are changed in a way such that the object remains proportional. This is done by moving the vertices of the object farther apart or closer together at the same rate.

In the example in Figure 4-24, the front (and back) face of each original cube has been scaled to twice its original size (200%). The orange-black cube is proportionally scaled. This means that all sides of the cube also doubled in size. Notice how each side of the new cube has four checkerboard squares on each edge. The original cube has two checkerboard squares on each edge.

**Figure 4-23.** A—When a cube is shown in a wireframe view, edges and vertices that would be hidden in a shaded view are visible. B—Compare this view to Figures 4-21B and 4-22B. C—When the cube is rotated to show the front face, it does not look like a square. This is due to the wireframe display and the edges receding to the vanishing point.

**Figure 4-24.** A—Proportional scaling. B—Nonproportional scaling.
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Now examine the blue-black cube in **Figure 4-24B**. This original cube is not proportionally scaled. The front and back faces of the new cube have four checkerboard squares on each edge. This means these faces are scaled by 200%. However, the other faces still have two checkerboard squares on each edge. These edges have not been scaled. Therefore, the original cube was nonproportionally scaled to create the new object. Also, it is no longer a cube, but a rectangular box. As such, the new object in **Figure 4-24B** cannot be the original object moved closer to the viewer.

Think of the original cube as a building in a game. In the distance, the cube (building) is small. It must be scaled up to make the building appear closer as the player’s character walks closer. As the character moves closer, the 3D engine proportionally increases the distance between the vertices and interpolates the object.

**Depth**

In this next example, the 3D engine measures the depth from the front vertex to the rear vertex along the angle to the vanishing point. On the cube shown in **Figure 4-25**, the reading edge is colored blue. As this reading edge changes in size, the cube will be proportionally resized.

To reduce the amount of programming needed by early computer game systems, the reading edge was developed. This allowed the computer to read a single edge in each direction instead of trying to read all vertices of a 3D object. The **reading edge** is a programmed line between two vertices. When the reading edge changed, the entire object would be scaled to the reading edge dimension. Early game designers used only two reading edges on perpendicular, horizontal surfaces. All vertical height changes on 3D objects were handled by scaling to the size of the horizontal reading edge line changes.

The benefit to programming a reading edge was to reduce programming load. The computer no longer needed to interpret all of the vertices of all objects at the same time. It could change only the reading edge lines. A subroutine controlled the sizing of each object’s vertices based on the reading edge change.

In newer, more powerful game engines, 3D objects are surrounded by a bounding box. A **bounding box** is an invisible cube inside of which the 3D object completely fits. The computer resizes the bounding box with the main graphics processing module. Then, a subprocessing module scales the vertices of the actual object inside of the bounding box. Essentially, all of the edges of the bounding box are reading edges.

In **Figure 4-26**, a rectangular building is placed next to the road in the scene discussed earlier. If the building is moved closer to the viewer, the reading
edge is longer. The building must be proportionally increased in size. The 3D engine increases the distance between the vertices to stretch the object. Additionally, when the player moves around the scene, the vertices on objects must move to show a change of direction. Figure 4-27 shows two cubes. Notice the position of the character and vertices in Figure 4-27A. In Figure 4-27B, the character has moved in the scene. The cube is exactly the same, just viewed from a different angle. Notice the new positions for the vertices.

Figure 4-27. A — The character is viewing the cube from one angle. B — As the character moves, the 3D engine moves the vertices on the cube. The original vertices are shown in blue and the new locations are shown in red. Notice how the lower-right vertex is now visible to the character, but the lower-left vertex is no longer visible.

Round Objects
Rounded objects like spheres can be a challenge for a 3D engine. A sphere has no corners. Different engines may use different solutions to this problem. In most cases, the sphere is made up of several flat, rectangular or triangular faces that make the object look round. Where these faces connect is a vertex. With these vertices, the 3D engine can resize the sphere by changing the distance between the vertices. This is also how facial features and other rounded character assets are resized.

The type of sphere described above is called a UV sphere. The name comes from the process needed to wrap a texture map around the object. A 2D image is stretched around the sphere, U is the same as X and V is the same as Y. In some applications, a third element (W) is added for the Z dimension.

An orange is a good example of a UV sphere, Figure 4-29. A UV sphere uses slices like the segments of an orange to make the object round. The more slices (segments), the more rounded the sphere appears. Imagine the segments of the orange as the faces of the UV sphere. The peel of the orange is the texture map stretched over the sphere. The texture map provides the orange color and the wrinkly quality of the peel. Brown spots and irregular flaws added to the texture map will make the image more realistic.

Another type of sphere is a geodesic sphere. Instead of rectangular and triangular faces, a geodesic sphere has faces of regular polygons. This is the way a soccer ball is made, Figure 4-30. There are different types of geodesic spheres. For example, anicosphere is based on a 20-sided object. Its faces are equilateral triangles.

Figure 4-28. A — This is a 2D texture map of Earth. B — To create a model of Earth, draw a sphere. C — The texture map is wrapped onto the sphere to finish the model of Earth. (Texture provided by NASA)
What Is a Mesh?

All 3D objects are made from interconnected polygons stuck together to form a shape. These polygons, or polys, stick together along their edges and vertices in what is referred to as a mesh. Creating a mesh is like gluing all of the pieces together to make one object. However, the computer does the “gluing” based on the size you give the object.

The mesh provides the shape for an object, Figure 4-31A. After the mesh is complete, textures, called materials, need to be applied, Figure 4-31B. Often, a single 2D texture map contains more than one image, Figure 4-31C. Once the texture map is wrapped onto an object, the images are aligned to create the finished object, Figure 4-31D.

The poly count is the number of polygons used to make a 3D object. This number is a critical measurement. The more polys, the more life-like the object becomes, Figure 4-32. So, why not make all objects with a high poly count? Simple; every polygon needs to be morphed as the object is moved. The calculations are time-consuming and can cause the computer to skip, play slowly, or appear to have glitches.

Look at the example of the expanding-ball toy. Imagine how long it would take to calculate the change in distance between every vertex each time the ball changes shape. The computer must do just that. The more polygons, the more vertices and the harder the task.

The color and texture maps assigned to an object tessellate around the object. Each poly has a piece of the texture image on its surface, like a mosaic. See Figure 4-33. The amount of tessellation is controlled by the number of polys on the object. The higher the poly count, the greater the tessellation. Therefore, the higher the poly count, the smaller each slice of the color or texture map.

CHEAT CODE: MOSAIC

A mosaic is a design created by placing colored tiles, stones, or glass in a pattern to make a picture. This relates to 3D models because the model uses colored polygons to create an image just like the mosaic picture.
Animation

When a character or object moves on the screen, it is said to be animated. An **animation** is a series of frames played in sequence with small differences between each frame. The brain interprets these small differences as motion. Think of the flip cartoons you may have sketched on the corners of notebook pages. This is a very basic animation.

**Static animation** is where the object retains its original pose while moving. An example is a stick figure with arms, legs, and head kept in the original position, but the figure moves across the computer screen, Figure 4-34. Since the arms and legs do not move, the figure appears to slide across the screen. You can try static animation at your desk. Pick up a pencil or pen and hold it in front of you. Move the pencil up and down while holding it in the original position. Hurray! Static animation in practice.

In **active animation**, an object changes pose while moving on the screen. An example of this is a stick figure with legs that move in a walking motion to take steps as the figure moves across the screen, Figure 4-35.

Figure 4-34. These are frames from a static animation created in Pivot Stickfigure Animator. Notice that the stick figure moves to a different position without moving arms and legs. The body stays static as it moves.

Figure 4-35. These are frames from an active animation created in Pivot Stickfigure Animator. Notice the different arm and leg positions of the stick figure as it walks across the screen. Moving the arms and legs creates an animation set for this figure that can now be classified as walking instead of just moving.

A real world example might be flipping your pencil in the air. The top and bottom of the pencil change position as it moves up and down. Hurray! Active animation in practice.
Chapter 4 Review Questions

Answer the following questions on a separate sheet of paper or complete the digital test provided by your instructor.

1. What is the view that the player has during gameplay?
2. Which type of game is shown through the player’s eyes?
3. Overhead view and platform view are examples of _____ perspective games.
4. Define scene as it relates to video games.
5. What is the difference between an active object and a static object?
6. Briefly describe the purpose of a storyboard.
7. What is a pixel?
8. What is the resolution of an image?
10. What characterizes a 2D game?
11. Describe how a 2.5D game is a hybrid of a 2D game and a 3D game.
12. _____ creates the sense of depth using shading and narrowing to represent the third dimension of depth on a two dimensional screen.
13. What is the point called where edges of all assets will meet if extended?
14. How does pixel shading simulate depth?
15. Define vertex.
16. If a sphere is proportionally scaled by 200% from an original diameter of 1", what is the new diameter?
17. Briefly describe a mesh.
18. What is a poly count?
19. The greater the _____, the higher the poly count.
20. Define animation.

Cross-Curricular STEM Activities

1. The boxes shown below are proportionally sized. Analyze the figure and determine the correct dimensions for the larger object.
   A. Large object X dimension _____
   B. Large object Y dimension _____
   C. Large object Z dimension _____
   D. In terms of percentage, how much larger is the blue object compared to the orange object? _____
   E. In terms of percentage, how much smaller is the orange object compared to the blue object? _____

2. Compass directions such as North, South, East, and West are used in defining the movement of a sprite. Use these compass directions to guide the pirate sprite through the maze below to her treasure. Create a script to indicate each step this character would take with N,S,E or W. For example, NNNSSWSEEEWWN.

   Movement =
3. Create a Venn diagram (overlapping curves or circles) to compare and contrast the first-person perspective and third-person perspective. Write a description of the diagram. Be sure both similarities and differences are discussed.

4. To fully articulate an animation, the figure must have moving parts and joints. Research how the knee joint in the human body is constructed and functions. Write a one-page paper to describe how the joint works. Include a discussion on the range of motion.

5. To wrap a texture around an object, the image has to be cut or stretched. Use a round object like a tennis ball to represent a UV sphere.
   A. Wrap a rectangular piece of paper around the ball. The bottom edge of the paper should follow the equator (middle of the ball).
   B. Bend one point on the top of the paper so it just touches the north pole of the ball. Mark that point and then cut off the top of the paper all the way around at that point.
   C. Measure the length of the equator.
   D. Measure the height of the paper from the north pole to the equator.
   E. Use this formula to determine the area of the rectangle formed by the paper:
      \[ \text{base} \times \text{height} = \text{area of rectangle} \]
   F. Every 1/8" uncet the paper stays in one piece.
   G. Draw a line to show the overlap between segments.
   H. Cut out along the overlap lines to get the paper to lay flat without overlapping.
   I. When you have the ball covered, unwrap the paper and examine the how triangles were formed when you cut out the curves. Measure the triangular sections. Use this formula to determine the area of each triangle:
      \[ \frac{1}{2} \times \text{base} \times \text{height} = \text{area of triangle} \]
      Note: The sections are not true triangles because the edges are curved, not straight, but this formula will provide an approximation of the area.
   J. Add the total area of the removed triangles. Determine what percentage of the paper was removed in the wrapping.

6. Recall from the reading how the computer performs a color interpolation if an object’s scale is increased. In this activity, you are the computer and you will average the red, green, and blue amounts shown in the table below to create a blended color for the interpolated pixel.

<table>
<thead>
<tr>
<th>First Pixel Color</th>
<th>Color Shade</th>
<th>Second Pixel Color</th>
<th>Mixing Color Shade</th>
<th>Interpolated Pixel Color</th>
<th>Interpolated Pixel Shade</th>
</tr>
</thead>
<tbody>
<tr>
<td>255,0,0</td>
<td>Red</td>
<td>0,255,0</td>
<td>Green</td>
<td>128,125,0</td>
<td>Dark Green</td>
</tr>
<tr>
<td>0,0,0</td>
<td>Pink</td>
<td>125,125,0</td>
<td>Dark Green</td>
<td>0,0,255</td>
<td>Yellow</td>
</tr>
<tr>
<td>125,200,100</td>
<td>Blue</td>
<td>75,50,100</td>
<td>Brown</td>
<td>40,0,200</td>
<td>60,50,50</td>
</tr>
<tr>
<td>255,255,255</td>
<td>Yellow</td>
<td>10,90,25</td>
<td>Brown</td>
<td>10,90,25</td>
<td>Blue</td>
</tr>
</tbody>
</table>

Open PowerPoint or Word. Create a shape of your choice. Use the “fill custom color” function to create the RGB colors and blend an interpolated pixel.

7. Form into groups of two or three. Research, debate, and form a group opinion on each of the Think About It activities in this chapter. Prepare a PowerPoint presentation of ten slides (five to seven minutes) to present to the class explaining the group’s opinions for each Think About It activity. Include text, pictures, video, animations, and slide transitions as appropriate to help explain your positions.